Measuring complexity using FuzzyEn, ApEn, and SampEn
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Abstract

This paper compares three related measures of complexity, ApEn, SampEn, and FuzzyEn. Since vectors’ similarity is defined on the basis of the hard and sensitive boundary of Heaviside function in ApEn and SampEn, the two families of statistics show high sensitivity to the parameter selection and may be invalid in case of small parameter. Importing the concept of fuzzy sets, we developed a new measure FuzzyEn, where vectors’ similarity is defined by fuzzy similarity degree based on fuzzy membership functions and vectors’ shapes. The soft and continuous boundaries of fuzzy functions ensure the continuity as well as the validity of FuzzyEn at small parameters. The more details obtained by fuzzy functions also make FuzzyEn a more accurate entropy definition than ApEn and SampEn. In addition, similarity definition based on vectors’ shapes, together with the exclusion of self-matches, earns FuzzyEn stronger relative consistency and less dependence on data length. Both theoretical analysis and experimental results show that FuzzyEn provides an improved evaluation of signal complexity and can be more conveniently and powerfully applied to short time series contaminated by noise.
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1. Introduction

Recent years have seen rapid development of various complexity measures such as dimensions, Lyapunov exponents and entropies. The calculations, however, are frequently confronted with the problem of insufficient number of data points. Also, most dimension and entropy definitions show application limitations to experimental time series since all recorded data are to a certain degree contaminated by noise when a 2% noise is serious enough to prevent accurate estimation [1]. To solve the problems of short and noisy recordings in physiological signals, Pincus [2] presented approximate entropy (ApEn) as a measure of complexity that is applicable to noisy, medium-sized datasets. Once introduced, the family of statistics has been widely applied to a variety of physiological and clinical datasets such as genetic sequences, hormone pulsatility, respiratory patterns, heart rate variability, electrocardiogram, electroencephalography, and electromyography [3–14], and has shown its superiority to most complexity measures such as fractal dimension, Kolmogorov–Sinai entropy, and spectral entropy [15,16]. However, ApEn(m, r, N) is a biased statistic [2,17]. It lacks relative consistency and the result shows much dependence on data length. Richman and Moorman [18] investigated the mechanism responsible for the bias and proposed another statistic, sample entropy (SampEn), to relieve the bias caused by self-matching. SampEn displays relative consistency and less dependence on data length. Nevertheless, the similarity definition of vectors in SampEn is based on Heaviside function as in ApEn. Due to the inherent flaws of Heaviside function, problems still exist in the validity of the entropy definition, especially when small parameters are involved [18].

We [19] developed most recently a new related family of statistics, fuzzy entropy (FuzzyEn), as a measure of complexity. FuzzyEn derives from the concept of Zadeh’s fuzzy sets and that is also why the statistic is so named. In this paper, we discussed certain flaws caused by Heaviside function in ApEn and SampEn, and then demonstrated the performance of FuzzyEn compared with ApEn and SampEn through analysis and experiments. Results show that FuzzyEn is a more accurate complexity measure. It not only owns stronger rel-
ative consistency and less dependence on data length, which means less bias, but also achieves continuity, freer parameter selections and more robustness to noise.

2. Description of ApEn, SampEn, and FuzzyEn


For an \( N \) sample time series \( \{u(i):1 \leq i \leq N\} \), given \( m \), form vector sequences \( X^m_{\ell} \) through \( X^m_{N-m+1} \) as

\[
X^m_i = \{u(i), u(i+1), \ldots, u(i+m-1)\}, \quad i = 1, \ldots, N-m+1
\]

(1)

where \( m \) is the length of compared window. For each \( i \leq N-m+1 \), let \( C^m_{ij}(r) \) be \((N-m+1)^{-1}\) times the number of vectors \( X^m_j \) within \( r \) of \( X^m_i \). By defining

\[
\phi^m(r) = (N-m+1)^{-1} \sum_{i=1}^{N-m+1} \ln C^m_{ij}(r)
\]

(2)

where \( \ln \) is the natural logarithm, Pincus defined the parameter:

\[
\text{ApEn}(m, r) = \lim_{N \to \infty} [\phi^m(r) - \phi^{m+1}(r)]
\]

(3)

2.2. SampEn [18]

SampEn differs from ApEn mainly in two ways: (1) SampEn does not count self-matches; (2) SampEn does not use a template-wise approach. Define \( B^m_{ij}(r) \) as \((N-m-1)^{-1}\) times the number of vectors \( X^m_j \) within \( r \) of \( X^m_i \), where \( j \) ranges from 1 to \( N-m \), and \( j \neq i \) to exclude self-matches, and then define

\[
B^m(r) = (N-m)^{-1} \sum_{i=1}^{N-m} B^m_{ij}(r)
\]

(4)

Similarly, define \( A^m_{ij}(r) \) as \((N-m-1)^{-1}\) times the number of vectors \( X^m_{ij+m} \) within \( r \) of \( X^m_{ij+m+1} \), where \( j \) ranges from 1 to \( N-m \) \((j \neq i)\), and set

\[
A^m(r) = (N-m)^{-1} \sum_{i=1}^{N-m} A^m_{ij}(r)
\]

(5)

The parameter SampEn \( (m, r) \) is then defined as \( \lim_{N \to \infty} \{-\ln[A^m(r)/B^m(r)]\} \), which can be estimated by the statistic:

\[
\text{SampEn}(m, r, N) = -\ln \left[ \frac{A^m(r)}{B^m(r)} \right]
\]

(6)

Set \( B = \{(N-m-1)(N-m)/2\}B^m(r) \) and \( A = \{(N-m-1)(N-m)/2\}A^m(r) \), so that \( B \) is the total number of template matches of length \( m \) and \( A \) is the total number of forward matches of length \( m+1 \), and then SampEn can be expressed as \(-\ln(A/B)\).

2.3. FuzzyEn [19]

Like SampEn, FuzzyEn excludes self-matches and considers only the first \( N - m \) vectors of length \( m \) to ensure that \( X^m_i \) and \( X^m_{i+1} \) are defined for all \( 1 \leq i \leq N - m \). For time series \( \{u(i):1 \leq i \leq N\} \), form vectors:

\[
\{X^m_i = \{u(i), u(i+1), \ldots, u(i+m-1)\} - u0(i),
\]

\[
i = 1, \ldots, N - m + 1
\]

(7)

where \( X^m_i \) represents \( m \) consecutive \( u \) values, commencing with the \( i \)th point and generalized by removing a baseline:

\[
u0(i) = m^{-1} \sum_{j=0}^{m-1} u(i+j)
\]

(8)

Given vector \( X^m_i \), calculate the similarity degree \( D^m_{ij} \) of its neighboring vector \( X^m_j \) to it through the similarity degree defined by a fuzzy function:\footnote{Different from that in [19], here we give no detailed fuzzy membership function \( \mu(d^m_{ij}, r) \), because any function that possesses the following desired properties can be chosen: (1) being continuous so that the similarity does not change abruptly; (2) being convex so that self-similarity is the maximum.}

\[
D^m_{ij} = \mu(d^m_{ij}, r)
\]

(9)

where \( d^m_{ij} \) is the maximum absolute difference of the corresponding scalar components of \( X^m_i \) and \( X^m_j \). For each vector \( X^m_i (i = 1, \ldots, N - m + 1) \), averaging all the similarity degree of its neighboring vectors \( X^m_j (j = 1, \ldots, N - m + 1, \text{ and } j \neq i) \), we get:

\[
\phi^m(r) = (N-m-1)^{-1} \sum_{j=1, j \neq i}^{N-m} D^m_{ij}
\]

(10)

Construct

\[
\phi^m(r) = (N-m-1)^{-1} \sum_{i=1}^{N-m} \phi^m_{ij}(r)
\]

(11)

and

\[
\phi^{m+1}(r) = (N-m-1)^{-1} \sum_{i=1}^{N-m} \phi^{m+1}_{ij}(r)
\]

(12)

and then we can define the parameter FuzzyEn \( (m, r) \) of the time series as

\[
\text{FuzzyEn}(m, r, N) = \ln \phi^m(r) - \ln \phi^{m+1}(r)
\]

(13)

which, for finite datasets, can be estimated by the statistic:

\[
\text{FuzzyEn}(m, r, N) = \ln \phi^m(r) - \ln \phi^{m+1}(r)
\]

(14)
3. Comparison of FuzzyEn, ApEn and SampEn

When judging whether a vector \( \mathbf{X}_j \) is similar to \( \mathbf{X}_i \) within a tolerance \( r \), either in ApEn or in SampEn, the rule can be expressed simply as follows:

\[
\theta(d_{ij}, r) = \begin{cases} 
1, & \text{if } d_{ij} \leq r \\
0, & \text{if } d_{ij} > r 
\end{cases}
\]  

where \( d_{ij} \) represents the distance between the two vectors, and \( \theta(\cdot) \) is Heaviside function serving as a two-state classifier. The boundary of Heaviside function is rigid: the contributions of all the data points inside it are treated equally, while the data points just outside the boundary are left out. Take the similarity of the three points \( d_1, d_2, \) and \( d_3 \) to the original point (Fig. 1) for example. The two points \( d_2 \) and \( d_3 \) within the boundary of Heaviside function are considered the same and both similar to the original point; whereas another point \( d_1 \), very close to \( d_2 \), is considered dissimilar because it falls just outside the boundary. A slight increase in \( r \) will make the boundary enclose the point \( d_1 \), and then \( d_1 \) will be identified with the other two points. So the contribution of Heaviside function depends totally on the tolerance \( r \) and shows high sensitivity to the change of \( r \) or data point position. Consequently, both ApEn and SampEn may vary significantly with a slight change of the parameter \( r \), and thus may be discontinuous.

Let \( \mathbf{X} \) be a space. In a conventional two-state classifier, any input pattern \( x \in \mathbf{X} \) is judged its belongingness to a given class \( C \) by whether it satisfies precise properties required for membership. In the real physical world, however, boundaries between classes may be ambiguous, and the membership of an input pattern to a given class is always imprecise and uncertain. To describe such input–output relations which can hardly be achieved by the conventional two-state classifier, Zadeh [20] proposed the concept of fuzzy sets. By introducing the “membership degree” with a fuzzy function \( \mu_C \), Zadeh’s theory provided a mechanism for measuring the degree to which a pattern belongs to a given class: the nearer the value of \( \mu_C(x) \) to unity, the higher the membership grade of \( x \) in the class. In FuzzyEn, we imported the concept of fuzzy sets to measure the similarity degree of two vectors.

The family of exponential function \( \exp(-(d_{ij}/r)^n) \) is a kind of fuzzy functions easy to be understood, and it functions well as a fuzzy membership function. In this paper, we employed the exponential function as the fuzzy function in FuzzyEn. In the exponential function there is no rigid boundary and all the data points, whose membership is decided by point positions together with the parameter \( r \) and \( n \), are considered as its members. For each vector \( \mathbf{X}_i \), the contribution of each exponential function around it can be viewed as the fuzzy membership to indicate the similarity of its neighboring vector: the closer the neighboring vector \( \mathbf{X}_j \) is to \( \mathbf{X}_i \) and the similarity degree of \( \mathbf{X}_j \) to \( \mathbf{X}_i \) is almost zero when \( \mathbf{X}_j \) is far away from \( \mathbf{X}_i \). Under the rule given by the exponential function, the similarity of the three points to the original point in Fig. 1 is considered differently according to their closeness, and a slight change of \( r \) will not influence the results much. So the contribution of exponential function is not so sensitive to the change of \( r \) and point position, and will change more gently if \( r \) changes. Accordingly, FuzzyEn is continuous and will not change drastically when there are slight changes of \( r \).

Another difference of FuzzyEn from ApEn and SampEn is the construction of \( m \)-dimensional vectors from one-dimensional time series. In both ApEn and SampEn, vectors \( \{ \mathbf{X}_i^m \}, \ i = 1, \ldots, N - m + 1 \) are formed directly from the original \( m \) consecutive \( u \) values. However, some short-term physiology time series may cause fluctuation in vector coordinates and hide the similarity between certain vectors [13]. To catch such similarity, we generalized vectors in FuzzyEn by removing a baseline. After the generalization of vector series, it is vectors’ shapes rather than their absolute coordinates that determine their similarity, and thus we can get vectors’ similarity more accurately through fuzzy set.

As in SampEn and ApEn, parameters \( N, m \) and \( r \) in FuzzyEn are the length of the time series to be analyzed, the length of the compared window, and the width of the boundary for similarity measurement, respectively. The selections of these parameters are also like that in ApEn and SampEn [19]. When the family of exponential function \( \exp(-(d_{ij}/r)^n) \) is selected as the fuzzy function, there is one more parameter \( n \), the gradient of the boundary of the exponential function, which needs to be fixed for each calculation of FuzzyEn \((m, n, r, N)\). The gradient \( n \) acts as the weight of vectors’ similarity.

---

**Fig. 1.** Influences of parameter \( r \) and data point position on the contributions of Heaviside function \( \theta(d_{ij}, r) \) and exponential function \( \exp(-(d_{ij}/r)^n) \). According to Heaviside function, the two points \( d_2 \) and \( d_3 \) are considered the same and both similar to the original point, whereas another point \( d_1 \), very close to the point \( d_2 \), is considered dissimilar because it falls just outside the boundary. A slight increase in \( r \) will make the boundary enclose the point \( d_1 \), and then \( d_1 \) will be identified with the other two points. So the contribution of Heaviside function depends totally on the tolerance \( r \) and shows high sensitivity to the change of \( r \) or data point position. Consequently, both ApEn and SampEn may vary significantly with a slight change of the parameter \( r \), and thus may be discontinuous.

---

\( d_1, d_2, d_3 \) are formed directly from the original \( m \) consecutive \( u \) values. However, some short-term physiology time series may cause fluctuation in vector coordinates and hide the similarity between certain vectors [13]. To catch such similarity, we generalized vectors in FuzzyEn by removing a baseline. After the generalization of vector series, it is vectors’ shapes rather than their absolute coordinates that determine their similarity, and thus we can get vectors’ similarity more accurately through fuzzy set.

As in SampEn and ApEn, parameters \( N, m \) and \( r \) in FuzzyEn are the length of the time series to be analyzed, the length of the compared window, and the width of the boundary for similarity measurement, respectively. The selections of these parameters are also like that in ApEn and SampEn [19]. When the family of exponential function \( \exp(-(d_{ij}/r)^n) \) is selected as the fuzzy function, there is one more parameter \( n \), the gradient of the boundary of the exponential function, which needs to be fixed for each calculation of FuzzyEn \((m, n, r, N)\). The gradient \( n \) acts as the weight of vectors’ similarity.
A value of $n > 1$ weights the similarity degree of the close vectors and unweights that of the far ones, while a value of $n < 1$ functions contrarily. The larger $n$ is, the more the closer vectors and the less the further vectors are weighted. But a large $n$ leads to the loss of detailed information. When $n$ increases to infinity, the exponential function is reduced to Heaviside function, in which the detailed information is lost to the largest extent. For the sake of convenience and to catch as much detailed information as possible, small integers greater than one are recommended for the choice of $n$.

4. Performances of the three entropy statistics

Complexity is a concept that has multiple descriptions. The complexity of a signal can refer to the unpredictability of a signal, and it can also refer to the difficulties one has in describing or understanding a signal. For example, irregular signals are more complex than regular ones because they are more unpredictable; and regular signals varying quickly appear to be more complex than those varying slowly because quick-varying ones present more variations in a given period of time. This description of complexity means that random numbers are more complex than periodical sinusoidal signals, and that periodical signals with higher frequencies are more complex than those with lower frequencies.

In this section, we demonstrated the performances of the three entropy definitions on measuring signal complexity by applying them to experimental EMG signals as well as several typical datasets, namely, uniform independent, identically distributed (i.i.d.) random numbers, periodical sinusoidal signals, the MIX stochastic model, and the Logistic map. During each computation, both $m$ and $n$ are fixed to 2, and the width of the boundary is set as $r$ multiplied by the standard deviation (S.D.) of the original dataset. Results show that, compared with ApEn and SampEn statistics, FuzzyEn statistics go with theory more closely, and possess better properties of being continuous, less biased, capable of free parameter selections, and robust to noise. Experiments on the feature extraction from surface EMG signals also show that FuzzyEn can characterize different motions more efficiently.

4.1. Continuity and relative consistency

Fig. 2 depicts the performances of FuzzyEn, ApEn, and SampEn on three periodical sinusoidal signals $\sin_1$, $\sin_2$, and $\sin_3$ at different frequencies $f_1 = 10$ Hz, $f_2 = 50$ Hz, and $f_3 = 100$ Hz. As sinusoids with higher frequencies vary more quickly than those with lower frequencies, sinusoidal signals with higher frequencies appear to be more complex. So entropy values of $\sin_3$ should be larger than those of $\sin_2$, which are larger than those of $\sin_1$. Values of FuzzyEn can correctly characterize the complexity of the three sinusoidal signals, even at small values of $r$ when the signals have very short data length $N = 50$. ApEn can distinguish the three sinusoidal signals when $r$ is large enough, but when $r$ falls below certain value, the entropy values of the signals reverse. The shorter the data length is, the larger the minimum $r$ is needed to get correct results. So ApEn holds poor relative consistency when identifying periodical sinusoidal signals. Though SampEn shows better relative consistency than ApEn, the problem still exists. In addition, values of ApEn and SampEn change abruptly when there is a slight change in $r$, so both of them exhibit discontinuity. This problem does not bother FuzzyEn, whose values change with the increasing $r$ smoothly and continuously.
Fig. 3. The performances of FuzzyEn(2, 2, r, N), ApEn(2, r, N), and SampEn(2, r, N) statistics on measuring the complexity of MIX(0.1) and MIX(0.9). The abscissa is r, displayed logarithmically. ApEn of MIX(0.9) as a function of r crosses over that of MIX(0.1). SampEn gets larger values of MIX(0.9) than MIX(0.1) but gives no value at small values of r when N is also small. FuzzyEn not only gets larger values of MIX(0.9) than MIX(0.1), but also gives entropy definition at small r values and N values.

4.2. More freedom of parameter selection and less dependence on the data length

Experiments on MIX processes demonstrate that FuzzyEn is more flexible when it comes to parameter selection. The MIX(p) process \[2\] is a composite of deterministic and stochastic components. For fixed \(0 < p < 1\), MIX(p) is defined as \(MIX(p)_j = (1 - Z_j)X_j + Z_jY_j\), where \(X_j = \sqrt{2} \sin(2\pi j/12)\) for all \(j\); \(Y_j\) is i.i.d. uniform random variables on \([-\sqrt{3}, \sqrt{3}]\); and \(Z_j\) is i.i.d. random variables, \(Z_j = 1\) with probability \(p\), \(Z_j = 0\) with probability \(1 - p\). The larger the \(p\) is, the more irregular the process becomes. In Fig. 3, ApEn statistics of MIX(0.9) as a function of r crosses over the plot of ApEn statistics of MIX(0.1), which implies the poor relative consistency of ApEn when characterizing MIX(0.1) and MIX(0.9). To get a correct judgment of the complexity of the two processes, appropriate parameter \(r\) must be chosen with caution. Though SampEn shows good relative consistency for the characterization of MIX(0.1) and MIX(0.9), no value is given at small \(r\) values when \(N\) is also small. The smaller \(N\) is, the larger the minimum \(r\) is needed to ensure the definition of SampEn. So cautions are still needed for the selection of appropriate \(r\). In contrast, FuzzyEn is much freer to select parameters due to its stronger relative consistency and its validity of the entropy definition in the case of small parameters of \(r\) and \(N\).

Tests on i.i.d. uniform random numbers show that FuzzyEn statistics have the least dependence on data length \(N\) and agree with theory most closely among the three statistic families. Fig. 4 illustrates how the three statistics go with the expected value of i.i.d. uniform random numbers, which is \(\log(r/\sqrt{3})\) [2], for different data length. All the abscissas in the figure are displayed logarithmically. ApEn(2, r, N) differs noticeably from the theoretical values for \(N < 1000\) and \(r < 0.2\); SampEn(2, r, N) satisfies the expectations better than ApEn, but it gets no value at small \(r\) values for small \(N\) values (e.g. in Fig. 4(a) when \(r < 0.1\) for \(N = 50\)); FuzzyEn(2, 2, r, N) very closely matches the expected values for \(N > 1000\) and \(r > 0.01\). Even at small \(r\) values for very small \(N\), such as \(N = 50\), FuzzyEn still works well. So a valid estimation of the
Fig. 5. The performances of the three entropy statistics on distinguishing Logistic systems at (a) \( r = 0.25 \) and (b) noise level = 0.1. The parameters used for the calculation here are \( N = 500, m = 2, \) and \( n = 2. \) All the three entropies can correctly distinguish the clean datasets of different control parameter \( R. \) However, it becomes difficult for ApEn and SampEn to distinguish the system contaminated by noise with certain noise level. A larger \( r \) allows ApEn and SampEn to distinguish Logistic maps with noise of higher level, but it does not solve the problem ultimately. When noise level comes up to 0.3, both ApEn and SampEn fail in the system distinction, whereas FuzzyEn still functions, even at small \( r \) values.

4.3. Robustness to noise

Clean Logistic datasets \( \{ x_i | x_{i+1} = R x_i (1 - x_i) \} \) were obtained for \( R = 3.5, 3.7, 3.8, \) and 3.9. \( R = 3.5 \) produces periodic (period four) dynamics, and \( R = 3.7-3.9 \) produce chaotic dynamics with increasing complexity. For each system, series were generated after a transient period of 500 points. And the noisy time series were then got by adding Gaussian noise components with different noise levels (the noise level (NL) is the standard deviation of the noise divided by the standard deviation of the noise-free Logistic datasets [21]).

More complex Logistic systems produce larger entropy values, which is true to FuzzyEn, ApEn, and SampEn when the datasets are clean. However, when noises are superimposed, the system complexity measured may reverse; cases get even worse when small \( r \) values are chosen. Fig. 5 shows the performances of the three entropy statistics on distinguishing Logistic systems at different noise levels and \( r \) values. The data length used for the calculation is \( N = 500. \) All the three entropies can correctly distinguish the clean datasets of different control parameter \( R. \) However, as noise is superimposed and NL increases, the distinction between the systems turns out to be different. It becomes difficult for both ApEn and SampEn to distinguish the system contaminated by noise with a level of 0.1 for \( r = 0.01. \) A larger \( r \) improves the performances of ApEn and SampEn on the system distinction with noise of higher level. For example, for \( r = 0.25, \) both ApEn and SampEn manage to identify Logistic maps with different \( R \) when NL = 0.1. But larger tolerance cannot deal with the interference of noise with much higher level. When NL comes up to 0.3, both ApEn and SampEn fail to measure system complexity. Among the three statistics, FuzzyEn shows the best robustness to noise. The superimposed noise with a high level up to 0.3 on the systems still does not interfere with the ability of FuzzyEn to establish system distinction, even at a small \( r \) value of 0.01.

4.4. Performance on characterizing EMG signal

The performance of the three entropies is also tested on characterizing surface EMG signals as signal features. Complexity of EMG signals varies when muscles are involved.
in different movements, and can thus be used as a character-
istic feature of EMG signals for different motions. 80
sets of two-channel surface EMG signals were analyzed for
four different motions: hand grasping (HG), hand opening
(HO), forearm supination (FS), and forearm pronation (FP).
The signal collection was completed in the EMG room of
Shanghai Huashan Hospital in China, with informed con-
sent provided by all the subjects. Skin surface of interested
area was abraded with alcohol beforehand, and two sets of
discs bipolar Ag/AgCl electrodes with diameters of 5 mm
were placed over the flexor carpi radialis and the extensor
carpi radialis longus on the right forearm. The sample rate
was set to 1000 Hz and the bandwidth of the amplifier-filter
was 10–500 Hz.

For the calculation of the three entropies, the parameter \( r \)
was chosen on the basis of experimental data. We calculated
the entropy values for 20 sets of surface EMG signals of
forearm pronation with different \( r \) values, and then evaluated
the S.D. of the entropy values. Generally, the larger the \( r \) is,
the smaller the S.D. is. But too wide a boundary will lead to
information loss. Therefore, appropriate selections of \( r \) can
be picked at the point where the decrease in S.D. becomes slow.
Here \( r = 0.5 \) was set for the calculation of the three entropies
in that the increase in \( r \) has little influence on the decrease in
S.D. values of the statistics with \( r > 0.5 \).

To measure the classification ability of the signal features,
we chose the Davies–Bouldin (DB) criterion [22], which has
been proved to be effective in many applications when used
to evaluate the classification ability of feature space [23–25].
The DB criterion is defined as a function of the ratio of the
sum of within-cluster scatter to between-cluster separation:

\[
DB = \frac{1}{k} \sum_{i=1}^{k} \frac{R_{ij}}{D_{ii}}
\]

(16)

with

\[
R_{ij} = \frac{D_{ii} + D_{jj}}{D_{ij}}
\]

(17)

where \( k \) is the total number of clusters, \( D_{ii} \) and \( D_{jj} \) are the
dispersions of the \( i \)th and \( j \)th clusters, respectively, and \( D_{ij} \)
is the distance between their mean values. As a low scatter
and a high distance between clusters lead to low values of
\( R_{ij} \), a lower value of the DB index indicates a higher degree
of cluster separability.

Table 1 shows the DB indexes of the three entropies char-
acterizing the four motions. From the table we can see that
the DB index of FuzzyEn is the smallest, which means fea-
tures of FuzzyEn can most efficiently characterize the four
motions among the three entropies.

<table>
<thead>
<tr>
<th>Entropy</th>
<th>DB index</th>
</tr>
</thead>
<tbody>
<tr>
<td>FuzzyEn</td>
<td>0.8121</td>
</tr>
<tr>
<td>ApEn</td>
<td>8.4127</td>
</tr>
<tr>
<td>SampEn</td>
<td>0.8733</td>
</tr>
</tbody>
</table>

5. Conclusions

All the three entropy definitions of FuzzyEn, ApEn, and
SampEn measure the probability of similar points (vectors)
within a boundary remaining similar in their evolvement from
\( m \) dimensions toward \( m + 1 \) dimensions. However, the simi-
arity definitions between vectors are different, with the latter
two based on the conventional two-state classifier and the
former based on the concept of fuzzy sets.

Firstly, FuzzyEn employs fuzzy membership functions
instead of Heaviside function to make a fuzzy boundary. As
a simplification of exponential function when \( n \) is infinite,
Heaviside function gets its simplicity at the cost of contin-
uity and information details. And the discontinuous boundary
of Heaviside function determined totally by the parameter \( r \)
results in the sensitivity of both ApEn and SampEn to the
parameter. In contrast, the soft and continuous boundaries of
fuzzy functions not only ensure FuzzyEn to be well defined
at small parameters but also enable it to change continuously.
Besides, the more details taken into account by fuzzy func-
tions make FuzzyEn a more accurate entropy definition than
ApEn and SampEn.

Secondly, FuzzyEn decides whether two vectors are sim-
ilar by their shapes rather than their absolute coordinates.
Similarity based on vectors’ shapes can capture the similarity
of vectors varying greatly in numerical values but approxi-
mating in shapes. Especially in the case of signals with slow
fluctuation, such a similarity definition can discover sim-
ilar vectors submerged by the curve fluctuation. Thus the
summation of similarity degree based on vectors’ shapes is
usually larger than that based on vectors’ absolute coordi-
nates. The larger summation of similarity degree, together
with the exclusion of self-matches, ensures the stronger rela-
tive consistency of FuzzyEn and its less dependence on data
length.

Taking advantage of the concept of fuzzy sets, FuzzyEn
yields more satisfying results when characterizing signals
with different complexity. Both theoretical analysis and
experimental tests show that FuzzyEn provides an improved
evaluation of complexity, and can thus serve as a conven-
ient and powerful tool for short noisy experimental time
series.
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