Elastic scattering of electrons from chloroform
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We present experimental and theoretical cross sections for elastic electron scattering from CHCl₃. This is an important target because of its relevance to environmental chemistry and the plasma etching industry as a source of chlorine radicals. The experimental results were obtained at incident electron energies ranging from 0.5 to 800 eV in the 10°–130° scattering angle range. Theoretically, the scattering cross sections in the low-energy region were obtained by using the Schwinger multichannel method with pseudopotentials in the static-exchange plus polarization approximation. Additionally, in the low- and intermediate-energy ranges, theoretical calculations were also performed using a molecular complex optical potential and a single-center expansion method combined with Padé approximation. Further calculations using the independent atom model were also made at intermediate energies. Momentum-transfer cross sections were derived by integrating the differential cross sections. In general, there is a good agreement between the experimental data and the theoretical results. Moreover, the calculations reveal the presence of three shape resonances in the elastic channel, located at 0.5, 2, and 8 eV. The two higher-lying resonances were confirmed by the present experiments, whereas the positions of the two lower-lying resonances agree well with previous results of electron attachment experiments.
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I. INTRODUCTION

The study of electron scattering from chlorine-containing compounds has important applications in that the electron impact of such compounds is significant in etching processes as a source of chlorine atoms [1–4]. Such compounds are also frequently used in organic chemistry as both reactants and solvents. As a result of these applications, there is an expected increase in the concentration of chlorine-containing molecules in the atmosphere which has environmental consequences. Many such chlorine compounds have long atmospheric lifetimes and may stay in the earth’s troposphere for several decades [4]. There they may interact with UV radiation, resulting in the formation of neutral and ionized species such as free chlorine radicals, which are known to act as catalysts in chain reactions with ozone. In fact, a recent study indicated [5] that the concentration of chloromethanes (CH₃Cl₄−n) has increased in the atmosphere and may contribute to an increased loss of ozone in the lower stratosphere.

The development of new technologies to reduce the emission of such compounds into the atmosphere are therefore of sufficient interest. For example, nonthermal plasma processing (NPP) has been used as a modern and efficient technique to eliminate small concentrations of volatile organic compounds from industrial waste-gas streams [6]. Compared to other established technologies such as catalytic oxidation, thermal decomposition, etc., NPP is better suited to remove chlorinated compounds, particularly those difficult to decompose [7–9]. It is expected that the electron-collision cross sections of chlorine-substituted methanes would be important to shed light on the underlying physics of such processes since they are necessary for the determination of reaction rates [2,3,10].
Presently, the existing experimental results of electron-scattering cross sections for the family of chloromethanes (CH₂Cl₃,−₄) include those of chloromethane (CH₃Cl) [11−14], carbon tetrachloride (CCl₄) [15,16], and very recently dichloromethane (CH₂Cl₂) [17,18]. On the other hand, although chloroform (CHCl₃) is a major industrial reactant and solvent, there are only comprehensive experimental data of dissociative electron attachment (DEA) processes in the low-energy region for this molecule. Such investigations include the works of Scheunemann et al. [19], Matejčík et al. [20,21], Aflatooni et al. [22], Denifl et al. [23], and Kopyra et al. [24] using the mass spectroscopy technique, and those of Guerra et al. [25] and Aflatooni et al. [26] using the electron transmission technique. However, there are no experimental electron-scattering cross-section data for chloroform except the grand-total cross section reported by Karwasz et al. [27] using the Schwinger multichannel (SMC) method. In this work we report a joint experimental and theoretical study of vibrationally summed elastic electron scattering from CHCl₃. The low-energy DCS measurements covered in the incident electron energy (E₀) range of 0.5−30 eV were carried out by the California State University, Fullerton (CSUF) group, and the intermediate-energy DCS measurements in the 20−800 eV range were performed by the Universidade Federal de São Carlos (UFSCar) group. The experimental measurements were deemed vibrationally summed elastic because the experimental setups in UFSCar do not resolve vibrational modes with energy-loss values ≤0.5 eV. The energy resolution of the experimental setup in CSUF is around 0.05 eV. Therefore, all the vibrational modes except the d-deformation mode at 0.032 eV energy losses [28,29] were resolved and their contributions were not accounted. Thus, their measured DCSs are a sum of the contributions of vibrationally elastic and vibrational excitation of the d-deformation mode. The experimental DCSs of the CSUF group were obtained at E₀ values of 0.5, 1, 2, 2.5, 3, 4, 5, 7, 10, 15, 20, and 30 eV, and those of the UFSCar group are values of 20, 30, 50, 100, 150, 200, 300, 400, 500, and 800 eV, in both cases for scattering angles (θ) from 10° to 130°. The absolute values of DCSs are determined using the relative flow technique (RFT) [30]. The CSUF group has used He as the secondary standard, whereas Ar and N₂ were used as secondary standards in UFSCar.

In principle, one might derive the experimental integral (ICSs) and momentum-transfer (MTCSs) cross sections via numerical integration of measured DCSs. For this purpose, the DCSs in the angular regions not covered in experiments are usually estimated via extrapolation. Nevertheless, this procedure is quite arbitrary, particularly at the scattering angles near the forward direction for strongly polar molecules due to the steep variation of the DCSs in that region, which may cause significant errors in the extrapolated data. On the other hand, theoretical treatments based on the Born approximation and the point-dipole description lead DCSs of electron scattering by polar symmetric-top molecules, like CHCl₃, to diverge in the forward direction, resulting in infinitely large ICSs, as pointed out by Crawford [31]. Although such divergent behavior can be avoided by use of rotational excitation from the J = 0 state with rotational excitation energy taken appropriately into account, the direct comparison of experimental ICSs (generated using the extrapolated DCSs) and theoretical results is meaningless. It is mainly due to the fact that the DCSs which most contribute to the ICSs are not measured experimentally but estimated via extrapolation. In view of such difficulties, Fabrikant [32] pointed out alternatives to compare theoretical and experimental ICSs as follows:

1. Compare partly integrated cross sections which includes scattering angles θ > θ₀ where the angle θ₀ is defined by the experimental geometry.
2. Modify the experimentally measured cross sections by adding the low-angle contribution in the Born approximation.
3. Abandon the comparison of the integrated cross sections and compare only differential.

According to him [32], the third option seems to be most appropriate. In view of this, we decided to not report ICSs but only the MTCSs in this work. In fact, the MTCSs are less affected by the uncertainties generated in the extrapolation procedures and are very important in the plasma modeling processes.

In the present work, theoretical DCSs and MTCSs were obtained by the Universidade Federal do Paraná (UFPR) group using the Schwinger multichannel method with pseudopotentials (SMCPP) in the static-exchange plus polarization (SEP) approximation in the 0.5−30 eV energy range. Additionally, at energies ranging from 0.5 to 150 eV, theoretical calculations were performed by the UFSCar group using a molecular complex optical potential (MCOP). A single-center expansion technique combined with Padé approximation was used to solve the scattering equations. Further calculations of cross sections were also made in UFSCar at 50 eV and above using the independent atom model (IAM) in which the atomic complex optical potential and partial-wave method were applied to obtain atomic scattering amplitudes. All the calculations were performed in a fixed-nuclei framework, i.e., the degrees of freedom of nuclear motions were not considered. Essentially, the DCSs calculated using this framework are vibrationally unresolved.

The organization of this paper is as follows: In Sec. II, we describe the experimental procedures. In Sec. III, the theory and details of the calculations are presented. In Sec. IV, we compare the present experimental and theoretical results, and in Sec. V, concluding remarks are presented.

II. EXPERIMENTAL PROCEDURES

A. Low-energy CSUF experiment

The CSUF experimental setup was detailed in, e.g., Khakoo et al. [33], so only a brief description is given here. We used a well-tested electron spectrometer in which both the electron gun and detector employed have double hemispherical energy selectors made of titanium. Cylindrical lenses transported electrons through the spectrometer, which was baked to about 80 °C−130 °C with magnetically free biaxial heaters [34] to maintain stability of the surfaces in the experiment to a period longer than 4 months of continuous operation. Electrons were detected by a discrete dynode electron multiplier [35] with a dark count rate of <0.01 Hz and...
capable of linearly detecting $>10^5$ Hz without saturating. The remnant magnetic field was reduced to $\sim 1$ mG at the collision region by a double $\mu$-metal shield. Typical electron currents were around $18\sim 25$ nA, with an energy resolution of between 40 and 70 meV FWHM, which was mostly dependent on tuning of the spectrometer rather than the current the gun outputted. Lower currents were chosen for lower $E_0$ values to minimize the space-charge broadening of the incident electron beam. The electron beam could be focused at 0.5 eV and remained stable, varying less than 15% at maximum during the data acquisition period. The energy of the beam was established by measuring the minimum in the elastic scattering of the $^2S$ He resonance at 19.366 eV [36] at a $\theta$ of $90^\circ$ to $\sim 40$ meV stability during a daily run. Typically the contact potential varied between 0.55 and 0.65 eV. The elastic peaks of the energy-loss spectra were collected at fixed $E_0$ and $\theta$ values by repetitive multichannel-scaling techniques. The effusive target gas beam was formed by flowing gas through a $\sim 0.4$-mm-diameter aperture, which was soaked (using an acetylene flame) to reduce secondary electrons. In using the aperture source instead of a conventional tube gas collimator, we obviated the experimental need to maintain the backing pressures of the target gases in an inverse ratio of their molecular diameters (in order to equalize the mean-free path of the two target gases [37] in the gas collimating structure), thus removing an additional systematic source of error that could occur in using a conventional tube collimator or similar setups, see, e.g., [37]. This is a great advantage when working with heavy molecular targets of masses around 100 amu, since the uncertainty in the molecular diameters of such targets can be considerable, and applying the inverse molecular diameter gas pressure ratio accurately in the RFT at moderate or high target source pressures is made more challenging with controlling the stability in the flow of these viscous mass targets through collimating needle sources. The aperture, located $\sim 7$ mm below the axis of the electron beam, was incorporated into a movable source [37,38] arrangement which moved the aperture in alignment (signal + background scattering) and out of alignment (background scattering) with the incident electron beam. The movable gas source method determined background electron-gas scattering rates expeditiously and accurately [37]. The measured DCSs were normalized using the RFT with helium as the reference gas, using DCSs from the well-established work of Nesbet [39] for $E_0 < 20$ eV and of Register et al. [40] for $E_0 \geq 20$ eV. The pressures behind the aperture ranged from 1.2 to 1.8 Torr for He and 0.06 to 0.13 Torr for CHCl$_3$, resulting in a chamber pressure ranging from $8 \times 10^{-7}$ Torr to $1.8 \times 10^{-6}$ Torr. The CHCl$_3$ liquid was obtained from Sigma-Aldrich and was $\geq 99.8\%$ purity. The liquid was placed in a 50-cm$^3$ all glass-metal flask attached by baked 1/4-inch refrigeration copper tubing to the experimental gas handling system (also continuously heated 1/4-inch refrigeration copper tubing), and the liquid sample was purified from dissolved gases in it by liquid N$_2$ freeze-pump cycles. CHCl$_3$ has a large molecular mass (119.38 amu), but it is not the heaviest target used in our system. Its raised viscosity caused periodic instabilities in the flow as it partly choked up our gas metering valve (Granville-Phillips Series 203 valve [41]). Therefore this valve was baked at a temperature of about $\sim 70$ °C, which alleviated this problem. Also, the entire gas line after the metering valves was heated to $\sim 95$ °C to prevent condensation of CHCl$_3$ in the valve and gas lines. Each DCS was taken a minimum of two times to check its reproducibility, and weighted averaging was made of multiple data sets to obtain the final DCS.

### B. Intermediate-energy UFSCar experiment

Two experimental setups were used in UFSCar to obtain the DCSs of CHCl$_3$. In the measurements at 100 eV and above, the setup already described in detail in several works, e.g., Hlousek et al. [18], as well as the same procedures and methodology were employed. In summary, a crossed electron beam–molecular beam geometry was used. The molecular beam was collimated by a thin molybdenum tube with a diameter-to-length aspect ratio of 0.03. The nonmonochromated electron beam with a typical energy resolution ($\Delta E$) of 0.5 eV FWHM provides currents in the range of 50–150 nA. A retarding-field analyzer located in front of the detector limits the detection of only elastically scattered electrons within an energy window of about 1.5 eV. The measurements were performed in the angular range of $10^\circ\sim 130^\circ$.

The measurements at 20, 30, and 50 eV were performed using a new electron spectrometer, recently commissioned in the UFSCar Laboratory. The crossed-beam geometry was similarly used in this apparatus to define the collision region, and the molecular beam was generated by a molybdenum tube with an aspect ratio of 0.03. Nevertheless, the electron beam is generated by a commercial monochromatized electron source (Comstock EG-451) that employs a spherical sector electrostatic energy analyzer with a mean radius of 36.5 mm, and with an entrance and exit apertures of 1.0 and 0.5 mm diameter, respectively. A two-stage electrostatic lens positioned after the exit aperture of the spherical sector allowed us to vary the energy of the output electrons from a few eV to 1 keV. After the collision region, the scattered electrons transited through a three-element cylindrical lens with an entrance aperture diameter of 0.55 mm and then energy analyzed by a spherical sector analyzer of the same size of the former and detected by a microchannel plate. The analyzer can be rotated from $-10^\circ$ to $110^\circ$ with respect to the incident beam. All surfaces directly exposed to the electron-beam path are treated with colloidal graphite in order to reduce secondary scattering and also to homogenize surface potentials. A high-permeability magnetic shield ($\mu$-metal) that covers the inner wall of the vacuum chamber reduced the magnetic fields to $< 3$ mG. Besides, both the electron monochromator and the analyzer systems are located inside of $\mu$-metal boxes. The $\Delta E$ in this system is $\sim 180$ meV (FWHM at the elastic peak).

In both spectrometers, the base pressure was $\approx 1 \times 10^{-7}$ Torr and the working pressures were in the range of $\approx 1 \sim 3 \times 10^{-6}$ Torr. The gaseous sample was obtained from the saturated vapor above the CHCl$_3$ liquid ($\geq 99.8\%$ purity) in a small vial attached to the gas handling system [42]. Several cycles of freeze-pump-thaw degassing were performed in order to eliminate atmospheric air and other volatile contaminants. Periodically during the experiment, the presence of
contaminants was checked using a quadrupole mass analyzer and was found to be negligible.

The angular distributions of the scattered electrons were converted to absolute DCSs using the RFT [30]. At 20 and 30 eV, the experimental elastic DCSs of N₂ reported by Shyn and Carignan [43] were used to normalize our data. At 50 and 800 eV, the absolute DCSs of DuBois and Rudd [44], and in the 100–500 eV range the DCSs reported by Jansen et al. [45] for electron scattering by Ar were used as references. For each $E_n$, the (relative) angular distribution of the scattered electrons was measured at least three times to verify its reproducibility, and the RFT normalization procedure was applied at least twice to place the angular distribution on absolute scale. Considering the reported uncertainties for the reference gases and the associated uncertainties of our experimental procedure, the estimated standard deviations in the DCSs are 17% at 20 eV, 30 eV, and 800 eV, 21% at 50 eV, and 11% at other energies.

The experimental MTCs were obtained by numerical integration of DCSs. In the angular regions not covered by the experiment, values of DCSs were obtained by extrapolation following the procedure previously described [46,47]. Basically, the extrapolated data were obtained following the shape of the theoretical curves, except in the 0°–2° interval, where the trend of the extrapolated data for angles above 2° was used. Due to the difficulty involved in this procedure, particularly at small scattering angles, an extra error of about 20% was added in quadrature to the average error of the experimental data to estimate the overall error of the MTCs [47].

### III. THEORY AND NUMERICAL PROCEDURE

#### A. Schwinger multichannel method

The calculations at low energies were carried out using the SMCPP. The details of the method are published elsewhere [48,49], and here we will only discuss the theoretical aspects related to the present calculations.

The target ground state was described in the Hartree-Fock approximation at the experimental equilibrium geometry [50]. Since the SMC method deals with Abelian groups, our scattering calculations were carried out within the C₄v symmetry group.

We used the norm-conserving pseudopotentials of Bachelet et al. [51] to replace the core electrons of the carbon and chlorine atoms. The one-particle basis set employed in both bound-state and scattering calculations has 6s5p2d uncontracted functions for each heavy atom with exponents, as shown in Table I, generated according to Ref. [52]. For the hydrogens, we employed the 4s/3s basis set of Dunning [53] augmented with one p-type function with exponent 0.75. In order to avoid linear dependency in the basis set, the symmetric combinations of the d-type orbital, namely, \((x^2 + y^2 + z^2) \exp(-ar^2)\), were excluded from our calculations. The basis set of the \((N+1)\)-electron system, known as configuration state functions (CSFs), is built from products of target states with single-particle functions. The scattering cross sections were computed in the SEP approximations. In the simplest approximation, namely, the static-exchange (SE) approximation, the polarization effects of the electronic cloud are neglected. The \((N+1)\)-electron basis set is given by a direct product between the target ground state, which is described in the Hartree-Fock level, and a single-particle function. On the other hand, the SEP approximation takes into account the polarization effects of the electronic cloud. At this level of approximation, the CSF space is augmented by considering direct products of \(N\)-electron states obtained by performing single (virtual) excitations of the molecular target from the occupied (hole) orbitals to a set of unoccupied (particle) orbitals and a single-particle function. We use the improved virtual orbitals (IVO)s [54] to represent the particle and scattering orbitals in the SEP calculations. We selected IVOs that satisfy the relation

$$\varepsilon_{\text{par}} = \varepsilon_{\text{hole}} + \varepsilon_{\text{scat}} < \Delta,$$

where $\varepsilon_{\text{par}}$ is the particle orbital energy, $\varepsilon_{\text{hole}}$ is the hole orbital energy, $\varepsilon_{\text{scat}}$ is the scattering orbital energy, and $\Delta$ is the energy cutoff. We used $\Delta = 2.17$ hartree and considered singlet- and triplet-coupled excitations for the A' and A'' symmetries such that we employed 10 454 and 10 429 CSFs for the A' and A'' symmetries, respectively.

In our calculations, the obtained value for the dipole moment was 1.01 D, which is about 3% less than the experimental value of 1.04 D [55]. In order to consider the permanent dipole effects, we used the Born-closure procedure [56]. This correction accounted for the scattering of higher partial waves due to the long-range character of the dipole potential. The SMC method employs only square integrable functions in the expansion of the scattering wave function, and as a consequence, the higher partial waves are not correctly described. Then, the Born-closure corrected scattering amplitude includes now a term for the dipole potential obtained within the first Born approximation \(f^B\) and takes the following expression:

$$f(\vec{k}_f, \vec{k}_i) = f^B(\vec{k}_f, \vec{k}_i) + \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} \sum_{l_{\text{scat}}} f^B_{lm}(\vec{k}_f, \vec{k}_i) Y_{lm}(\vec{k}_f),$$

where the amplitude $f^B_{lm}$ is obtained from an outgoing angular expansion of the first Born approximation scattering

<table>
<thead>
<tr>
<th>Type</th>
<th>C</th>
<th>Cl</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>12.49408</td>
<td>10.49065</td>
</tr>
<tr>
<td>s</td>
<td>2.470291</td>
<td>6.836599</td>
</tr>
<tr>
<td>s</td>
<td>0.614027</td>
<td>2.420592</td>
</tr>
<tr>
<td>s</td>
<td>0.184029</td>
<td>0.513579</td>
</tr>
<tr>
<td>s</td>
<td>0.036799</td>
<td>0.188863</td>
</tr>
<tr>
<td>s</td>
<td>0.013682</td>
<td>0.062954</td>
</tr>
<tr>
<td>p</td>
<td>5.228869</td>
<td>6.037205</td>
</tr>
<tr>
<td>p</td>
<td>1.592058</td>
<td>2.012401</td>
</tr>
<tr>
<td>p</td>
<td>0.568612</td>
<td>0.686842</td>
</tr>
<tr>
<td>p</td>
<td>0.210326</td>
<td>0.218056</td>
</tr>
<tr>
<td>p</td>
<td>0.072250</td>
<td>0.071193</td>
</tr>
<tr>
<td>d</td>
<td>0.603592</td>
<td>1.611766</td>
</tr>
<tr>
<td>d</td>
<td>0.156753</td>
<td>0.328314</td>
</tr>
</tbody>
</table>
amplitude in spherical harmonics, and $f_{in}^{SMC}$ is given from a similar expansion of the SMCPP scattering amplitude. As a result, the lower partial-wave ($l \leq l_{SMC}$) contributions are obtained by the SMCPP method, while the higher partial waves ($l > l_{SMC}$) are described with the first Born approximation for the dipole moment potential. The values of $l_{SMC}$ are chosen to minimize the difference between the differential cross sections calculated with and without the Born-closure correction for scattering angles above ~30°. To overcome the divergence of the forward scattering amplitude, we employed an approximation to account for the inelastic $J = 0 \rightarrow J' = 1$ dipole allowed rotational excitation of a symmetric top [57] by making $k_f^2 = k_f^2 + 2\Delta E_{rot}$, where we used $\Delta E_{rot} \simeq |J'(J' + 1) - J(J + 1)|B_\perp = 2B_\perp$, with $\Delta E_{rot} = 7.257 \times 10^{-6}$ eV.

B. Molecular complex optical potential approximation

The elastic electron scattering by CHCl$_3$ was also studied by using the MCOP at the static-exchange polarization plus absorption (SEPA) level of approximation. In this approach, the many-body nature of the electron-molecule interaction was reduced to a one-particle scattering problem, and a single-center expansion combined with the $[N/N]$ Padé approximation was used to solve the scattering equations, as described by Gianturco et al. [58] and Natalense and Lucchese [59]. The details of the methodology used in the present work has previously been described [60–63]. The static-exchange potential was derived from a near-Hartree-Fock self-consistent-field (HF-SCF) wave function of the target, whereas the correlation-polarization potential was obtained within the framework of the free-electron-gas model, derived from a parameter-free local density approach [64]. The absorption contribution was taken into account via the scaled quasifree scattering model (SQFSM) of Lee et al. [65], which is an improvement of the third version of the model absorption potential originally proposed by Staszewski et al. [66].

The HF-SCF wave function of CHCl$_3$ was obtained using the triple-zeta valence (TZV-3d) basis set of the Firefly QC package [67], which is partially based on the GAMESS (U.S.) [68] source code. The point group $C_3v$ was used in our calculations to describe the symmetry of the molecule. For the experimental ground-state molecular geometry [50], this basis provided a total energy of –1416.9786 hartree. The calculated electric dipole moment was 1.26 D, about 17% larger than the experimental value of 1.04 D [55]. The asymptotic form of the correlation-polarization potential was generated using the calculated dipole polarizabilities [50] $\alpha_{xx} = 58.84$ a.u., $\alpha_{yy} = 58.84$ a.u., and $\alpha_{zz} = 42.34$ a.u. The value of $\alpha_0$ is 53.34 a.u., about 17% lower than the experimental value of 64.2 a.u. [55].

In the present calculation, the target wave function and interaction potentials were partial-wave expanded about the center of mass of the molecule in terms of symmetry-adapted functions [69]. The truncation parameters used in these expansions were $l_c = 30$ for the bound orbitals and $l_c = 60$ for the interaction potentials. The cutoff parameter $l_c = 30$ was used for the continuum orbitals and for the T-matrix elements at 50 eV and above. At lower energies, $l_c = 20$ was used. The calculated cross sections were converged up to 10 iterations. Also, a rotating point-dipole Born-closure formula was used to take into account the effects of higher partial-wave contributions to the scattering amplitudes. This procedure was the same as that used in some of our past works [62,70]. Briefly, the Born-closure corrected scattering amplitude in the body frame is written as [70]

$$f(k_f, k_i) = f^B(k_f, k_i) + \frac{1}{2} \sum_{p=0}^{LL} \sum_{k=0}^{l-1} \left( f_{p,k}^{B,p} - f_{p,k}^{B,l,H} \right) \times X_{p,k}^{B,p}(k_f),$$

(3)

where $f^B$ and $f_{p,k}^{B,p}$ are the total and partial-wave expansion amplitudes in the first Born approximation (FBA), respectively, both calculated using the point-dipole potential, and $X_{p,k}^{B,p}$ are symmetry-adapted functions [69]. It is known that $f^B$ for elastic scattering of a charged particle by a point-dipole potential diverge in the forward direction [31,32]. In order to avoid this divergent behavior, we made use of an approximation described as follows. First, a body-frame to laboratory (Lab)-frame transformation was performed on Eq. (3). Then the Lab-frame elastic FBA scattering amplitude is replaced by the $J = 0 \rightarrow J' = 1$ rotational excitation inelastic scattering amplitude of a symmetric-top rotor [31]. Using this approximation, the elastic momentum-transfer vector $\vec{q}$ which vanishes at zero scattering angle, leading to divergent DCS, is replaced by a rotational inelastic momentum-transfer vector whose magnitude is given as $q = k_i - k_f$ at $\theta = 0^\circ$. Since $k_f^2 = k_f^2 + 2\Delta E_{rot}$ and $\Delta E_{rot}$ is the rotational excitation energy, $q$ would not vanish in the forward direction, which results in a very large but finite DCS at the zero scattering angle.

C. Independent atom model

For 50 eV and above, DCSs were also calculated in the IAM framework at the SEPA level of approximation. The procedure and interaction potentials are detailed in our previous work [71]. In summary, the static atomic potentials reported by Salvat et al. [72] and the exchange potential proposed by Furness and McCarthy [73] were used. The model potential of Perdew and Zunger [64] and the SQFSM potential of Lee et al. [65] were used to account for the correlation-polarization and the absorption contributions, respectively. The atomic polarizabilities, the internuclear distances, and the mean excitation energy (considered as the first ionization potential) used in the calculations were taken from the literature [55]. Additionally, the MTCSSs were obtained using the IAM additivity rule (AR) [74].

IV. RESULTS AND DISCUSSION

The experimental DCSs and MTCSSs for elastic electron scattering by CHCl$_3$ obtained in CSUF and UFSCar are listed in Tables II and III, respectively. A comparison of these DCSs with the present theoretical results, calculated with the SMCPP, MCOP, and IAM methods, is shown in Figs. 1, 2, and 3.

In Fig. 1 we show the DCSs measured by the CSUF group at energies of 0.5, 1, 3, and 5 eV in comparison with the theoretical data calculated using the SMCPP and the MCOP approaches. Both calculations were performed at the SEP
level of approximation. At 0.5 and 1 eV, some unphysical oscillations appeared in the calculated MCOP DCSs which were caused by the poor convergence of the scattering wave functions, likely due to the slow fall-off of the long-range potentials of dipole and quadrupole natures. The Born-closure procedure based on the rotating point-dipole model was unable to eliminate such oscillations and therefore, a smoothing procedure was applied to the MCOP DCS curves at these energies.

As already mentioned, the experimental data of CSUF contain partial contributions from vibrational excitation. The contributions of the vibrationally resolved modes (not accounted for in the present results) vary from 5% to 7% at small scattering angles to about 20% at large angles, which seems to be roughly independent of the incident energies. On the other hand, the theoretical results are vibrationally unresolved, that is, they are a sum of all vibrational elastic and inelastic DCSs and thus are expected to be 5% to 20% larger. At 0.5 eV, the SMCP calculation reproduced very well the shape of the experimental data but systematically underestimated their magnitudes. The MCOP calculation also reproduces reasonably the shape of the experimental data. Quantitatively, the MCOP calculation agrees well with the experiment at angles up to 60° but underestimates the DCSs at larger angles. At 1 eV, the SMCP calculation still underestimates the experiment.

TABLE III. Experimental DCSs (in $10^{-16}$ cm$^2$/sr) and MTCSs (in $10^{-16}$ cm$^2$) from the UFSCar experiment for elastic electron scattering from CHCl$_3$. The average DCSs standard deviations are 17%. The estimated standard deviations of the MTCSs are around 30%.

<table>
<thead>
<tr>
<th>Angle (deg)</th>
<th>20</th>
<th>30</th>
<th>50</th>
<th>100</th>
<th>$E_0$ (eV)</th>
<th>150</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>39.4</td>
<td>8.12</td>
<td>6.55</td>
<td>4.90</td>
<td>3.74</td>
<td>2.82</td>
<td>2.69</td>
<td>2.88</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>14.1</td>
<td>4.32</td>
<td>3.46</td>
<td>2.98</td>
<td>1.71</td>
<td>1.62</td>
<td>1.67</td>
<td>1.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>8.59</td>
<td>6.65</td>
<td>2.89</td>
<td>1.32</td>
<td>0.962</td>
<td>0.810</td>
<td>0.885</td>
<td>0.451</td>
<td>0.386</td>
<td>0.313</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>3.96</td>
<td>4.28</td>
<td>2.32</td>
<td>0.952</td>
<td>0.810</td>
<td>0.885</td>
<td>0.451</td>
<td>0.386</td>
<td>0.313</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.16</td>
<td>4.08</td>
<td>1.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>3.20</td>
<td>3.62</td>
<td>1.20</td>
<td>0.510</td>
<td>0.568</td>
<td>0.571</td>
<td>0.355</td>
<td>0.353</td>
<td>0.275</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>2.76</td>
<td>1.59</td>
<td>0.39</td>
<td>0.279</td>
<td>0.284</td>
<td>0.333</td>
<td>0.241</td>
<td>0.201</td>
<td>0.149</td>
<td>0.103</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1.35</td>
<td>0.587</td>
<td>0.23</td>
<td>0.194</td>
<td>0.226</td>
<td>0.241</td>
<td>0.162</td>
<td>0.113</td>
<td>0.084</td>
<td>0.063</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>0.634</td>
<td>0.411</td>
<td>0.29</td>
<td>0.173</td>
<td>0.179</td>
<td>0.156</td>
<td>0.137</td>
<td>0.073</td>
<td>0.059</td>
<td>0.044</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.801</td>
<td>0.573</td>
<td>0.46</td>
<td>0.179</td>
<td>0.148</td>
<td>0.107</td>
<td>0.064</td>
<td>0.055</td>
<td>0.041</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.900</td>
<td>0.764</td>
<td>0.56</td>
<td>0.134</td>
<td>0.092</td>
<td>0.056</td>
<td>0.045</td>
<td>0.038</td>
<td>0.034</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.974</td>
<td>0.858</td>
<td>0.54</td>
<td>0.088</td>
<td>0.050</td>
<td>0.030</td>
<td>0.039</td>
<td>0.039</td>
<td>0.033</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>0.995</td>
<td>0.667</td>
<td>0.46</td>
<td>0.047</td>
<td>0.028</td>
<td>0.025</td>
<td>0.043</td>
<td>0.042</td>
<td>0.034</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.035</td>
<td>0.039</td>
<td>0.034</td>
<td>0.061</td>
<td>0.051</td>
<td>0.039</td>
<td>0.024</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130</td>
<td>0.070</td>
<td>0.075</td>
<td>0.068</td>
<td>0.083</td>
<td>0.060</td>
<td>0.044</td>
<td>0.023</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MTCS</td>
<td>13.6</td>
<td>7.29</td>
<td>5.10</td>
<td>3.01</td>
<td>2.23</td>
<td>1.63</td>
<td>1.35</td>
<td>0.992</td>
<td>0.744</td>
<td>0.478</td>
<td></td>
</tr>
</tbody>
</table>
FIG. 1. DCSs for elastic scattering from CHCl$_3$ at $E_0 = 0.5, 1.0, 3.0, \text{and } 5.0$ eV. Experiment: (●) CSUF data. Theory: (---) SMCPP SEP calculation; (—) MCOP SEP calculation; (---) smoothed MCOP SEP data.

FIG. 2. DCSs for elastic scattering from CHCl$_3$ at $E_0 = 10, 15, 20, \text{and } 30$ eV. Experiment: (●) CSUF data; (■) UFSCar data. Theory: (---) SMCPP SEP calculation; (—) MCOP SEPA calculation.
whereas the calculated data with MCOP agree well with the experimental DCSs at small and large scattering angles. The agreement between theories and experiments significantly improves at higher energies. At 3 eV, the MCOP DCSs agree very well with the experimental data, although the SMCPP results disagree from the measured data at angles above 90°.

In contrast, at 5 eV, excellent agreement is seen between the SMCPP calculation and experiments while the MCOP calculations overestimate the DCSs. At such low incident energies, the electron-scattering process is very sensitive to the action of long-range interaction potentials. Therefore, the details of the dynamics of interaction must be correctly represented in the calculations. Small failure in the description of such interactions can cause significant discrepancies as seen in the figures.

In Fig. 2 we compare the experimental results obtained by the CSUF group at 10-, 15-, 20-, and 30-eV incident energies with the calculated data using both the SMCPP and the MCOP. At 20 and 30 eV, the experimental data obtained by the UFSCar group are also shown for comparison. It is seen that there is excellent agreement, both in shape and magnitude, between the measurements of the CSUF and UFSCar groups at these two energies. As mentioned above, the experimental data of the UFSCar group are completely vibrationally unresolved. Therefore, it is expected that the DCSs of the UFSCar group should be larger (around 5%–20%) than CSUF DCSs. This seems to be true in most of the data points. The comparison with the experiments shows that in general, both SMCPP and MCOP calculations are able to reproduce the shape of the experimental data very well. The quantitative agreement is also reasonable. At these energies, it is expected that the scattering electrons would penetrate more into the molecule and so their interaction with the bound electrons would be dominant. The satisfactory theory-experiment agreement reflects the good description of this dynamics in calculations.

In Fig. 3 we compare the experimental results obtained by the UFSCar group at energies ranging from 50 to 500 eV...
with the calculated data using MCOP and IAM approaches. In the 50–150 eV range, there is a generally good agreement between the MCOP theory and experiments, particularly for scattering angles up to 80°. Nevertheless, the deep minimum located at about 110° shown in the experimental data at 100 and 150 eV is not reproduced by the MCOP calculations, which appears too shallow. Moreover, the results obtained by the IAM calculations in the 50–200 eV reproduce, quite well, the qualitative behavior of the measured data, but they lie generally above. At higher incident energies, there is a very good agreement between the IAM results and experimental DCSs. This good performance of the IAM calculations can be understood as follows. At incident energy of hundreds eV and above, the scattering electrons may penetrate deeply into the target so that the interactions with the atomic cores become dominant. Such interactions are treated exactly in the IAM due to its multicenter nature.

In Fig. 4 we present comparisons of the experimental MTCSs with the theoretical data calculated using the SMCP, MCOP, and IAM-AR. It is seen that MTCSs calculated using the SMCP exhibit three features: a sharp peak located at 0.5 eV, another peak at near 2 eV, and a broad enhancement centered near 8 eV. The peak at near 2 eV and the enhancement at 8 eV are confirmed by the experimental data of the CSUF group, which suggests the occurrence of shape resonances at these energies. On the other hand, the existence of the peak located at 0.5 eV is inconclusive in the present work, since there is no experimental data fully covering this region except for one point at 0.5 eV. The occurrence of the peak at near 2 eV and the enhancement at 8 eV can also be observed in the experimental fixed angle (90°) DCS results as a function of $E_0$, as shown in Fig. 5. The SMCP calculations gave good descriptions of positions of the resonances. However, there are some structures above 10 eV in the SMCP calculations, which are called pseudoresonances, and are due to the closed channels included in the polarization calculations that have the energy to be open [75]. In order to precisely locate the position of the resonances, we employed an empirical scaling relation proposed by Aflatooni et al. [76] that relates the virtual orbital energy (VOE) to the vertical attachment energy (VAE) through Koopmans’ theorem. This relation is given by $\text{VAE} = 0.90 \times \text{VOE} - 2.55$ (both VAE and VOE in eV). To obtain the VAE, we perform electronic structure calculations. The ground-state geometry of CHCl$_3$ was optimized at the second-order Möller-Plesset perturbation theory (MP2) with the 6-31G(d) basis set using the GAMESS [68] computational package, and the VAE was obtained in a Hartree-Fock calculation at this optimized geometry and with the same basis. The values of the VAE corresponding to $a_1$ and $e$ orbitals were 0.37 and 1.91 eV, respectively, which can be associated with the present experimental results at about 0.5 and 2 eV, in good agreement with the results of electron transmission experiments of Guerra et al. [25] (0.35 and 1.8 eV) and Aflatooni et al. [26] (0.42 and 1.8 eV). Moreover, the three lowest unoccupied molecular orbitals, shown in the Fig. 6, namely, LUMO, LUMO+1, and LUMO+2, which...
belong to the $A_1$ and $E$ symmetries of the $C_{3v}$ point group, represent a good approximation of the resonant orbitals. In addition, the enhancement seen near 8 eV probably results from both the C-H ($\sigma\pi^*$) and the C-Cl ($\sigma^*\pi^*$) shape resonances [15]. It may also account for the contribution of a Rydberg resonance since it lies above the lowest electronic $n \rightarrow \sigma^*$ transition [77].

The MCOP results of MTCSs also show two resonancelike features: a peak at near 4 eV and a broad enhancement centered at 8 eV. The peak at 4 eV should correspond to that obtained by SMCPP at near 2 eV. The shift of the position to higher incident energies is due to the different treatments of polarization effects between the SMCPP and the MCOP. Apparently, the polarization contributions in the SMCPP calculations are stronger that pull the resonances to lower energies. In general, there is a good quantitative agreement between the experimental MTCSs with those calculated by the standard IAM calculations are also in good agreement with the experimental data for energies higher than 100 eV. Moreover, the SMCPP calculations have predicted the occurrence of three resonances centered at 0.5, 2, and 8 eV, respectively. The last two resonances were confirmed by present experiments. Finally, we expect that the present experimental DCSs, in wide ranges of $E_0$ and $\theta$, could contribute to the efforts to provide collision data for modeling and furthering an understanding of the underlying physics in the various technological applications mentioned in the Introduction. We hope that the present study will stimulate further theoretical and experimental studies of this target.

V. CONCLUSIONS

This study presents a joint theoretical-experimental investigation on electron collision with chloroform over a wide $E_0$ range. Experimental DCSs and MTCSs are reported in the $E_0 = 0.5–800$ eV range. The measurements at low $E_0$ (up to 30 eV) were carried out in CSUF and in the 20–800 eV range. The measurements at low $E_0$ (up to 30 eV) were carried out in CSUF and in the 20–800 eV range. The comparison between theories and experiments has shown that the SMCPP and MCOP calculations are able to reproduce quite well the experimental data for energies of 10 eV and above. The DCSs obtained by standard IAM calculations are also in good agreement with the experimental data at energies higher than 100 eV. Moreover, the SMCPP calculations have predicted the occurrence of three resonances centered at 0.5, 2, and 8 eV, respectively. The last two resonances were confirmed by present experiments. Finally, we expect that the present experimental DCSs, in wide ranges of $E_0$ and $\theta$, could contribute to the efforts to provide collision data for modeling and furthering an understanding of the underlying physics in the various technological applications mentioned in the Introduction. We hope that the present study will stimulate further theoretical and experimental studies of this target.
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